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Heavy-ion reaction

Preliminaries

Nuclear multifragmentation 

See more on https://rdreview.jaea.go.jp/review_en/2013/e2013_8_2.html

40Ar on 27Al & 48Ti at 47 MeV/nucleon

@TAMU K500 superconducting cyclotron 
with detector NIMROD

Hot, deformed 
projectile nucleus



Spinodal decomposition

Coexistence

Gas like

Liquid likeLimiting temperature

Preliminaries Chencan Wang 2

Finite-temperature
nuclear matter

Heavy-ion reaction

Multifragmentation
𝑍 ≤ 3
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Machine learning: neural network (NN)

Preliminaries

Raw data 
(preprocessing)

training set

testing set 

Activation functions

𝐗 = {𝐱!…𝐱"}

𝑓(𝐰#𝐱# + 𝑏#) Hidden layers
𝑦# = 𝑔 𝐱#

≈ 𝑓ℓ(…𝑓! (𝐖!𝐱𝒊 + 𝐛!))

Training (supervised)
finding 𝐖ℓ, 𝐛ℓ to
minimize object function

excitatory

inhibitory

A vedio nicely introduces NN: https://www.youtube.com/watch?v=aircAruvnKk



Experimental data pre-processing
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Reconstructing quasiprojectile (QP)

Experimental data preprocessing

Y. G. Ma, et al., PhysRevC71, 054606 (2005) Reconstructed differential cross section
through three-source fitting 

40Ar + 27Al 
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Reconstructing QP, cont’d

Experimental data preprocessing

Velocity distributions
nearly spherical

QP deexcitation

Z=12
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The caloric curve  

Reconstructing QP, cont’d

The averaged charge multiplicity distribution ⟨Mc⟩(Z) of the QP fragments 

𝐸!"/𝐴 = 5.6 ± 0.5 MeV

𝑇#$ = 8.3 ± 0.5 MeV

Event-by-event reconstructed QP
𝐱# = {𝑀!, …… ,𝑀!&, ⁄𝐸'( 𝐴 , ⟨𝑇)*⟩}

𝑄%& = 𝑝%' − 𝑝&'



Machine learning results



𝑅𝑒𝐿𝑈(𝐖𝐱 + 𝐛)
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Construction of autoencoder

Machine learning results

Loss function with regulator to be minimized

Activation function
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A latent variable

Machine learning results

The mean and standard deviation 
of the event-by-event reconstruction
loss of the autoencoder network 

The mean and standard deviation of the latent variable in different Tap and Eex/A bins 
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‘Confuse’ a Bayesian neural network

Machine learning results

Confusion scheme

Give a wrong  𝑇)*+ for 
classification & train the 
network

In this Letter we demonstrate that it is possible 
to find the correct labels, by purposefully 
mislabelling the data and evaluating the 
performance of the machine learner. 

E P L van Nieuwenburg, et al. , NatPhys13, 435-439 (2017)

Confusion scheme for 𝑇)*+ in heavy-ion reaction

Ising model
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‘Confuse’ a Bayesian neural network

𝐸'(/𝐴 = 5.79 ± 0.02 MeV

𝑇)* = 9.24 ± 0.04 MeV

Machine learning results

The performance in the test data set

L LG G
𝑇′)*

L LG G

L LG G
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Highlights of  this work

Autoencoder & latent variable

Confusion scheme

𝑇#$(

LV as kind of order parameter



Thank you for your attention


